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Abstract
ltt lhis pape~ we propose that the manipulator i!upacl cott -
trol problctu bc approcrched fronl a stochastic optimal coil -
troi porspcctive. 7Jle rmsott  is that not only i s  such
approach be able to model uncertainties in contact emi -
rmtuent,  force sensitg,  as well as ruanipu later dyaw its,
the controllers obtained is optirmlly  robust ill term of
petjormottce,  77tis result is veri$ed by analyses m~d situu -
lations.

1. ]nfrocluction

‘lbctay, as robot l~lat~ipulators  areexl>ectedt  oillteract
more wi{h the cnvironrnent  for partially constrained tasks,
the mmssity  of high performance collision controllers
bcccrnics more and more significant. For manipulator colli-
sion control, it is desirable to have a controller which can
nlakc contact fast without bouncing despite the unccr-
taillty in the ]Ocation of Co]]ision  Sul”face. I;urlhcrmorc,  the
transient ilnpact force and the steady state force error
should bc minimimd despite. tllc uncertainties in thccnvi  -
ronrmmt  dynamics as WCII  as force sensor delays. In this
paper, wc show that thecontrollc rctcrived based on sto-
chastic optilnal control approach is optimally robust in
tmns of performance for a given uncertainties. Perfor-
mance  robustness implies here as how WC.11  the systcm cm
Inaintain good performance under the prcscncc  of unc.er-
taintics. Previous work rcla(cd to manipulator impact as
WCII  as force control problcm  mainly focus on guarantee-
ing stat)  ility in the. presence of uncertainties. ‘J’hc  pcrfor-
lnancc robustnc.ss  issue is very often ignored even thollgb
it is also an important issue. in the following, to illustrate
that stochastic optimal approach results in a controller
w}~icli  is optimally robust in terms of pc.rformancc,  a siln-
plc example prc)blem taken from [1] will first bc rc-exan~-
incd in detailed, In [1], a cost functional ofthc. fcmcc error
istakcn  ovcrthc  period when contact has bc.cnestablishc.d
and IIm optimal approach velocity is clcrivcd for a g,ivem
cnvil(mnlcnt  and controller design. Itxtcnding  the problcm
in [1], wc allow the. controller gains to vary ancl the cnvi-
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rorrrncn[  dynamics and approach velocity (ctuc to envilon-
mcnt location urrccrtainty and force scrrsor  delay) to bc
uncertain. We show that by mir]in~izing  the cxpccta{.ion of
the cost functional, a controller which is optimally robust
in terms of performance to the uncertainties in approach
velocity and environment dynamics can bc clcrivccl. Since
lllc approach velocity depends on (he cont[-ol policy used
in nomcontact regime as well as the environment location
uncertainty and force sensor delay, its statistics in terms of
pclf(probability density function) cannot bc kIlowII unless
we specify the control policy used in non-contact ]cgimc
and include the collision surface location uncertainty and
force sensor delay in our model. Notice also that the result
of [1] is invalid if bouncing occurs. T’hcreforc,  this lead us
to include the non-contact regilne in tlm dynamic moclcl
which is just what [2] have been able to do. in [2,], tl]c cost
functional of t}lc states of both contact and non-contact
regime are optinlimd stochastically and thus the optimal
ap~]roact] velocity is obtainc.d implicitly without having to
evaluate its pdf.

‘1’hc organization of the paper is as follow. in section
2, wc review previous wo~ks  relate.ci to IIlanipu]ator colli-
sion control. In section 3, we dcscribc new results which
arc obtained by extending [ 1 ] using stochastic approach.
In section 4, a more general stochastic appro;lch as
dcscribcd  in [2] is discussed. in sc.ction 5, wc show via
simulations, that the controller obtainecl in [2] is optimally
robust in tcjrns of performance against collision surface
location uncc.rtainty  and fcrrcc sensor  dc]ay. %ction  6 is
the conclusion.

2. Rwious  Work

In the. past, many rcsearcllcrs  have clcsigncd  various
form as WCII  as ilnpact contro]lcrs  which guarantee stabil-
ity in the prcscncc  of uncertainties but fcw address the pcr-
fcmnancc robustness issue which is also imporlant if the
controller is to bc inlplmncntcd,  Iixp]icit  force conttol (e.g.
[3], [4]) which LISCS force sensor had been auglncnlccl in
one way or tllc other to in~pcclancc. controller [5] to
achic.ve both accumtc force tracking ancl good tl ansicnt



response when the environment dynamics are unccr[ain.
Many performance and stability analyses assuming that
tlm manipulator is attached to the envirormcnt  were done
[6], [7]. In this approach, it was cxpcctcd  that a prccisc
krrowlcdgc of the environment is not nce.dcd bccausc  con-
tact force. is directly controlled in a closed-loop fashion.
}Iowcvcr,  this approach suffers from the following prob-
lems. [7] points out that at high gains, the impact will
exhibit instability duc to non-collocation of actuator and
sensor, onmodcllcd high order dynamics in both the e.nvi-
ronmcnt and manipulator, actuator dynamics, and the dis-
continuity of the dynamics before and after impact. 1’o
deal with the stability and uncertainty problcm,  slicling
moclccontrollcr[8]  isuscdto  achicvc appropriate position
control before contact and good force tracking aflcr con-
tact with only the knowledge of t}lc upper bounds of the
cnviron!ncnt  dynamic uncertainties. Similarly, [9] requires
the icnowlcdgc of the bounds of the environment unce.r-
taintics and design a non-linear feedback based algorithm
colnbincd with explicit force control cluring different
pilascs. [ 10] utilizing gene ra l i zed  dynamical  system
(G] E) theory cicvclopcd an asymptotically stable discon-
tinuous controiicr.  Similar to the. other methods, tllc pcr-
fcmnancc  of the controller also depends on the bounds of
the environment unccrlaintics.  [11] dcvclopcd  an adap~ivc
nonlinear controller within the framework of CJIM. ‘1’hcy
utilim a collision model as a fccdfcrrward  signal to reduce
the ilnpact forces during collision and a nlodcl-hascd
aciaptivc contro]lcr  to realize good pcrforlnancc  during ali
phases of ti~c contact tasks. Iiowcvcr, since all of these
contm] schcmcs arc non-] incar ant]/or discontinuous
schcn M, oniy stabiiity arc proven and tile pcrfomlancc is
halci to predict. In oul- opinion, stabiiity is essential but
equally important is that tiw relationship bctwccn the
amount of knowledge about tile environment and ti~e pcr-
forlnancc of any contmllcr  must be e.stablishcd  systc.n~ati-
cally before the c~ntrol schcmc can bc used reliably. In ti~c
following, wc silall establish the notion of optimality  of
l~crfcmnancc  robustness and how it can bc ultilizcd via a
sirnplc cxanlplc.

3. Stochastic Approach 1

Ill [ 1], it was c)bscrvcd that the pcrfor[l)ancc of a linear
contlollcr  in ccmtact mocic i s  d i r ec t ly  lclatcci tc) tim
approach velocity which is just tiic vclc) city of the nlanipu-
lator at the time of coliision. ‘1’his  fact was ckcrvcd some
[imc age) [1 2]. in [ 1], by cvaloating the. cost functional c~f
the state trajectory of a simple force ancl vclc)city fecclback
systcln in ccmtact moclc analytically, tile optilnal a~)proaci)
velocity for a given controller cicsign can bc obtaincci anti
found to bc proportional tc) ttlc force. comnand.  }Iowcvcr,
[1] did not dealt with tile c]uestion of how to gcnclatc  tile
optilnal approach velocity when tilcrc is uncertainty in tiic

collision surface location and force sensor delay. More-
over, the optimali(y of the approach velocity is valid only
for a particular controller and assuming tile environment
dynalnics  arc known a priori. IIow do wc design the con-
troller that is able to maintain good pcrfomancc  (i.e. good
force tracking and transient suppressicm) in tile pmcncc
of a given uncertainties in the environment clynanlics,  coi-
lision surface location and possibly force sensor delay? 10
answer this question, wc must first bc able to predict the
pcrfcmnanccs  in terms of the unccrlaintics involve. ‘l’hcrc-
forc, wc extend the problem in [1] to include unccr[aintics
in environn~cnt  ciynamics  and approach velocity and allow
the controller gains to vary. “1’hen, wc minin~i~c tile cost
functional both dctcrlninisticaliy and stocbaslically and
compare the rcsuits in terms of performance anti sensitiv-
ity to para[nctcr  variations.

Figure 1 shc)ws a simpic nlodcl of tile manipulator and
ttm environment during contact along with tim c.iosc.d-lc)op
block diagram on tile right according to [ 1]. l’hc n~anipula-
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Figure 1 Simple manipulator and
closed loop control model

tor is assolncd to be a rigid  bocly wililc the environment is
just a spring-mass-damper systcm.  “1’hc state space
description of the crrc)r dynamics of tlm blc)clc dia.tyanl in
l;igurc 1 is

(3)

7. is the cqui]ib-riuta position inciuccci by the constant
fc%c command fd and y is ti~c fcmc cnor, f - fci . A is the
clc)scd-ic)op error dynamics of l;igu~-c 1. ‘1’o reflect ttlc pcr-
forlnancc  in tcr[l]s c)f the force transient, [1] cicfincs a qua-
dratic cost functional in terms of the force error:

J= i;[~(cAt)cc(cAt)cl:l,o  (4,



where

“0 ‘ l--&%f’ ‘] “).
and VO is the approach VCIOC~tY~  i.~. ~ (0) . in this fTa’]]e-
work, [ = O corresponds to the tinm of collision. According
to (4), J is a function of tbc systcm paramtcrs, IN, C, k, V.,
and the control gains kv and kf. For a given set of systcm
parameters, m, c, k and control gains, [1] obtain the opti -
IIlal V(J by nlinill~iz,ing J w.r.t. VO.  ]n faCt, if wc allow ttlc

contmllcr  gains to vary, there. will bc optilnal control gains
k,” and k: as well as optill~al approach velocity V. by
minimizing  J w.r.t. kv kf, and V. sin~ultancously.

If tllcre were unccrtaintic.s in the collision surface
location and force sensor clclay, tbc approach velocity
obtai ncd in such way cannot bc implcmcntcd  bccausc  it
bccomcs a random variable whose statistics (e.g. pdf)
depends on tbc collision surface locaticm unccrlainty,  force
sensor dclrry and the control policy used in non-contact
rcgillw. l;or illustration purpose, wc shall assurnc in this
section that sornc.how the pelf of V. had been obtained.
S u p p o s e  t h e r e  arc unccrtaitttics  in the cnvironll~cnt
dynamic parameters m, c, k with their pdf’s known as
WCII,  .l in (4) bccorncs  a function of several randoIn  vari-
able.s, m, c, k, V. and dctcrlninistic variables kv kf. As a
result, to optimize the cost w.r.t. all these variables, sorllc
]Ilcasurc of the random functional J is nccdcd. Wc define
Ii{ J } , tbc expectation of J, as the cost functicmal and
obtain optimal control gains kv** and kf** by minilniring
Ii { J } w.r.t. kv and kfi So wc have two SCM of controller
designs, onc obtained dctcrministically  and onc stochasti-
tally. In the following, wc observe that the performance of
controller kv** and kf** obtainccl  stochas[ically  by n~ini-
mizing Ii { J } is ICSS sensitive to variations in m, c, k and

‘o ‘ than kv” arid kf* obtained dctcministically  by lllilli-
mi~in~?, J assuming m, C, k, V. equal to the corl csponding
mean (or nominal) values. Alsc), wc observe that the. pcr-
forlnancc of kv”” and kf” is CIOSC to that of kv” a n d
kf*witllin  the unccr[ainty  region of 10, C, k and V. al-oLlrld
their- nominal values.

llc.fore wc proceed, wc need to consiclcr the con-
straints nalllcly actuator saturation and sensor noise. In
(~), J is a function of m, c, k, Vo, kv anti k[,, WhCIC
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Figure 2. Rearranged block diagram of Fig.1

k = kvkf. wc observed that if k --> co, J ->0 which
Itrlans that the force error convcrgc!o  ycro infinite.ly fast.

“1’his  is impossible bccausc  of actuator litni(ation and noise
in the sc.nsor. In fact, if wc rearrange the block diagram in
Figure 1 by combining the two loops as shown in Figure 2,
it is obvious that magnitude of kp must bc. Iirnitcd  to avoid
large. loop gain which amplifies noise and cause actuator
saturation .-l’hcrcforc  kp can bc considered as a constant
ccluals to the upper bound and wc can just vary kv during
optimization. Also, when kp and kv are positive, the sys-
tcm is passive and guaranteed to bc stable and thus wc
only considc.r positive kp and kv from now on.

Coming back to the illustration of the claim rnadc ear-
lier, suppose the systcm parameters m, c, k, V. arc uni-
formly distributed with lower ancl upper bounds
(i]i - &n, in+ hl) , (C- ~C,c+ ~C) , (k- ak,k+ ak) ,
(V-av, v+ziv). I’hc means  are thus iii, C, k, V . .

Assurnc arbitrarily that the value of m, C, k, V. bc 1 and
let kP = 1. Plotting J vs. kv wc obtain curve (a) in I;i8utc 3.
l’hcn wc let the systcrn  paramctc.r  bc uncertain with means
and standarcl deviations all equals 1 and 0.25 respectively.
Plotting E { J } vs. kv wc obtain curve (b) in Figure 3.
I:rom l;igurc 3, kv” and kv** arc found tc) bc around 2.25

Figure 3. Plot of Cost against control gain kv

and 3.25 respectively. Now substituting kv’ and kv” back
into J and allc)w the systcm parameters to vary, the result
will bc. two surfaces in the systcm paranwter hype.rspacc.
};or illustration, wc show the surfaces in 3-1) plots as
shown in Figure 4a-c. In each plot, wc only plot ttlc cost
against two para}nc.fc.rs,  i.e.. c & Vo, m & Vo, and k L% Vo. In
gc.ncral,  if wc increase kv tbc surfaces such as those
shown in FiSurc 4a-c will bc flatter (Icss  variation in J) but
the overall tlci,g}]t flonl zero incrcascs indicating that tllc
contto]lcr  bccorncs rnorc robust to systcnl parameter vari-
ation but worse in performance.1’bus, k~,** is more robust
to systcm paranictcr var iaticm but worse in performance

I Ilis is illustrated in Iiigure 4. Notice that tllctl~an kv*. ‘‘
variations of J associated with kv** arc srnallcr  than that of
kv” which indicates that the controller kv** is more robust
in tcrrns  of pcrfcmmancc than contrcdlcr kv”, Iivcn t bough
tllc performance of kv”’ is somewhat worse than lhat of
kv’, the performance. rcflcctcci by tbc. hc.igli( of the cost
associated with kv* * within the unccrlain  region (i.e.
J j 0.25 ) alo~lr]d  the nominal value of the parall]ctcrs  is

C]OSC tO thal Of thC kv*. “1’his  shows tlmt by optimizing the



cxpcc(ation  of the cost, one is really obtaining both
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Figure 4a. Comparing J vs. V. and c

for k* and k**

Figure 4b. Comparing J vs. V. and m
for k* and k**
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Figure 4c. Comparing J vs. V. and k
for k* and k**

optimal performance and robustness according to the
probability distribution of the uncertainties. Notice that if
wc only minimim the sensitivity dctcrlninistically by
increasing kv continuously, it only leads to a large loop
gain which rcsultccl with a flat surface in J but the cost will
bc infirritcly  high. When lninimi?irrg  the expectation of the
cost, wc will not overdo the sensitivity minimization but
only doing it optimally according to the JJdf of the uncer-
tainties involved while maintaining good pcrfonnancc.
‘l’his simple example illustrates the. notion that stochastic
optimal control approach (o the manipulator impact con-
trol problcm yields a controller which is optimally robust
in terms of performance for a given uncertainty. Ilowcvcr,
the controller could not hc obtain in this way bccausc  the
pdf of the approach velocity cannot bc obtained witbcmt
specifying the control policy before contact, the collision
surface location uncel-tainty  and force sensor delay. Also,
if bouncing occurs, the result obtained so far bccotnes
invalid. ‘1’hcrcforc, we need to model the systcm dynamics
more generally so that both contact and nomcontact
dynamics as well as the collision sut-face location uncer-
tainty and force sensor delay can bc included. in sLmh  way,
tbcrc is no need to evaluate the pdf of the approach vctoc-
i(y and the optimal velocity can bc obtained implicitly
when the optimal control policy in non-contact ref;in)c is
obtained. la [2], wc dctived the so called “Jun~p Impact
Controller” by minimizing the expectation of the quadratic
cost functic)nal of just such model which contains the non-
contact and contact dynamics as well as tl]c collision sur-
face location uncertainty and force sc.llsor delay. l’herc-
forc, according to our observations in this section, such
cicsign should bc optimally robust  in tcrtns of pcrfol  -
~nancc. In the following, wc first briclly dcscribc the Jump
impact controller of [2] with some slight corlcctions and
then investigate its performance robustness via sinmla-
tions in section 5.

4. Stochastic Approach 11

According to [2], our systcm ciynamics  is dcscribcd
by tbc following state space equations,
}’lant: X= Ax+}Iu,

1
when a <0

=  A2X+  }3u+ ~]fCIO, when rl >0

Obscrvation: y = 11X

Rcgin)c indicator: U= CX+l]

wbcle x c 1<7, y c 1<3, u c R] . ~ and 11 are 1 x 7 and
3 X 7 n~atriccs and thus the ~-cgimc indicator a is a scalar
while TI which dcpcmcls on the collision surface loca(ion,
do,is a random variable. ‘1’hc matrices Ai) 11 and vectors C,
11] arc constant in tirnc ancl the pairs

U
A i, 11 and

()
A., k] arc stabilizable and detc.ctablc ‘Spccli Cly.

L ‘ill;c wc clo not have comp]ctc  state mcasurcrncnt  ancl
exact rep, imc indicator duc to force sensor clclay, wc need
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10 usc observers to reconstruct the states and some regime
detection logic using the force sensor mcasurcmmt.  Sup-
pose we design for our system an observer in the follow-
ing form:

~ ,, AI X+ II U.t 1,1 H(X -f) +rfd when O<fl

== A2i+Bu  +-I/  } ]  ( X - f )  +  Ifd
t

wlm O > ~
where 1,1 and 1.2 arc sta lC observer gain matrices. O is the
filtered force sensor measurement and ~ is the threshold of
tlm collision detection logic. fd is a constant which reprc-
scnm the desired force. Define a new augmented states

‘1
z,xg: ‘ where i = x – f and augmcmt the plant and
observer ynamics, then wc obtain:

~ =: }i(r)7+ Ciu + g ( r ) (6)

wbcrc r= 1, when a<on~<~

2, when cx>OnO<~

3, w h e n a>On8>~
4 ,  Whcm ~<on~>~

‘;
andct= CC =- ~77.. Define an estimated regime indi-
cator, &, whit 1 is based on the states of the observer:

&=ci=. c:z
7.

Since. x and t arc connected by the observer gains 1,1 and
I .2, there cx ist some regime transition model that relates a

4

1 -0.5exp(-r3&)

, L/

1  - - - - - - - - - - - - - -  T - - - - - - -
--------- --l.

Pr(a<O) 1---..., l~E(a>O)
1\

do.5exp(c$&)  J ) . j-lo  :
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.——. — — --—-+ ~

Figure 5. Probat%ity curve of P(a)

and &. Ry making the assumption that the probability
transition n~oclc]  depends on d as shown in I;igurc S, the
probal ,ility that r jumps:
}’rob  (r(rl (t) + Ad) = jlr(rfi (t)) = i,z. (t)) (7)
can thus be found. ]ntuitivcly speaking, this lneans that
when the estimated states converge to the t] uc states, tllc
g,rcakr  the value of &, the more probable a is gcatcr
than zero. “1’0 meet the require]  nents of manipulator illlpact
control  ploblcm, wc define  the problem as to finding an
adlnissitrle  control that nlinimiz.cs the expected value of a
line.ar quadratjc!ms  function, \

J=];
{1

‘f
(7:Q7 -t U’RU)  (lt\70,  to, i.

‘o }
subjcctcd  to (6), (7) where f = (&, O) . ~Jsing stochastic
laaxil[iull~ p~inci~~lc,  wc obtairlcd an infinite-ti]nc subo~]ti-
lnal solution:

U* ~

; R----

1 ~--.—
2

Pli+bl rjb+VaL)a]  whcnd<On  O<~‘“[( )

P2f+ b2  $a+ Va$b]  when ~>OnOSP
‘“[( )

+-h’ [( )P4i + b4 r$a + Vb$rb]  when 6>0 n 0> ~

where r$a = P(a<O),  rjb = I’(LX>O)
I’j satisfy some Riccatti equations, (for example)

PIA1 +A1’P1 - ;P1lR-  lB’P1 +2Q1 + oC’Va’A2  =- O

hi depends (m I’i, tbc SySICII~  parameters and f(l . \“S sat-
isfy the constraints:

‘ I ’ v a  = 0

‘2’vb 2 0

5, Performance llobustncss  of Stochastic
Approach 11

la this section, by examining the JIC design via sin~u-
lations, we verify that JIC is optimally robust in terms of
performance to the given statistics of the collision surface
location uncertainty. Also, wc show that there is a trade. -
ofl” bctwc.c.n  performance and robustness when there arc
urrccrtaintics in the. dynamic model. As will be shc)wn
from the simulation results, tllc JIC can be designed to
give excellent pcrfonnancc but very sensitive to urmrtain-
tics in dynamic modeling crlor, noise, salnpling  effect and
collision surface location uncertainty. on the other hancl,
JIC can also be design to bc quite robust to all these uncer-
tainties but have to give up gooc] pcrfonnancc in accord
with tile results of section 3. l’hc parameters used in the
simulation arc. obtained from the cxpcrin~cntal  data in [13]

We first investigate the robustness and pcrforlnancc

I
‘“ 0’, 0’3 0’4 0’. 0’. 0’? 0’. .’9 !1 tr, $. (...,

Figure 6. Performances when do varies
given o = le-4

of JIC. agairlst  collision surface location uncertainty. In the
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following simulations, we. assume that there is no n~odcl-
ling errors  and dO is normally distributed with m-o mean.
l;irst, wc let the 3-sign~a value of d ~ =-,0.001  m which
makes o = 1 c-4 (one can derive the relationship between
the 3-sigma value of cl. and design parameter o which
will not be shown here due to space limitation). ‘1’his
means that wc are very sure about the collision surface
location (accurate to f 1 mm). l’hcn we vary do from -
0.01 m to + 0.01 m as shown in Figure 6. I;rom the results,
wc can scc thrrt the performance is pretty much the same
when do is wit}~in *I mm i.e. curves b, c, and d. Outside
this range,  the performance worsen as indicated in curve a
and c. Next wc change the 3-sigina  value of d to 0.01 mo
which makes o = le-5. Then we vary do from -0.03 m to
+ 0.03 m as shown in Figure 7. Again, from the results, wc

3.

I}\J

:!.

,. ...,.

. . . . . . . . . A )

j.. . . , . <,::: ,...-<. ‘1

Figure 7 Performances when do varies given o:

obse.~-ve  that when do is within the range of the given pdf
which corresponds to a ccrlain design value of 0, then the
performance is robust to the collision surface uncertainty
i.e. curves  b, c, and d. When do is outside this range, the
performance deteriorate, i.e. curves a and c. “1’his  verifies
that the J1~ is optimally robust to collision surface loca-
ticm utlcertainty for a give pdf of do.

If there is no uncertainties, the JI~ can be. designed to
give good performances by increasing the xnagnitudc  of Q
as shown in I;igurc 8. I’hc magnitude of Q for curve a and

Q

1, arc 1 and Ic5 respectively. It is clear that when the n]ag-
Ilitudc of Q is large, the pc.rfortnance is better. }lowcvcr,
the trade off for good pcrforlnance is poor robustness. In
1 ‘igure 9 and 10, wc compare tbc robustness of the two
designs of l;igure 8 in the p[cscncc of dynamic tnoclclling

errors and sampling effect.in I;igure 9, when (Iw magni-
tude of Q is large, and in the presence of uncertainties in
the cnvironlnent stiffness and collision surface, location
(environment 4 times stiffer than expected and do= 0.005
m), the rnanipulatc)r  keeps bouncing without being able to
maintain contact, llowcvcr, when Q is srnail, contact is
maintain even though the pcrforlnance  is sonlcwhat
degradcci.  lri Figure 10, the sampling frequency in the
observer is 91 117 instead of continuous. When tllc nlagni-
tudc of Q is large, the performance is sensitive to sampling
effect. When the magnitude of Q is small, the performance
is more robust to sampling effects. From these simulation
results, it clearly shows that the design with larger n~agni-
tudc of Q is less robust to that of small Q similar to the
effects of kv in section 3. I;inally, in Figure  11, wc show a

Figure 9 Uncertain environment stiffness
(do = 0.005 m, kW = 5e4 instead of 1.3e4)

Figure 10 Sampling effect in observer
(91 Hz, do= 0.001 m)
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Figure 11. Performance w/ all kinds of

uncertainties
sill] ulation run with uncertainties i~l envilonmcnt  sliffness
and collision surface loca(ion, sampling effects, input
unccrlainty, sensor noise and inilial estimates cr[or. We



,

design the JI~ in such a way that it gives good perfor-
mance while robust to the uncertainties. I“herefore, it is
possible to adjust both CJ and Q to obtain the require per-
formance and robustness.

6. (lmc]usion

in this paper, we. dealt with the performance robust-
ness issue for the manipulator impact control problem. We
bavc shown that stochastic optimal control approach
yields a controller optimally robust in terms of perfor-
mance according to the statistics of the uncertainties. ‘l”his
idea is first illustrated using a simple model assuming con-
tact mode.  We observed by example that the controller
obtained by minimiz,irrg  the expectation of a cost func-
tional of the force rmor is more robust in terms of pcrfor-
ntancc against the variations of dynamic parameters and
approach velocity than that obtained by minimizing the
cost functional dcterministically  using the nominal value
of systcm parameters and approach velocity. Even though
the performance using the stcjchastic approach is son~c-
what degraded, it is about the same as that of the dctcrnlin-
istic approach around the nominal value of the system
parameters within the uncertainty range. However, this
stochastic approach using just the contact mode dynamics
does not yield an ir]lplcmentable control strategy because
the pdf of the approach velocity depends on the control
policy in non-contact mode as well as the collision surface
location uncertainty and force sensor delay. ‘1’hercforc,
both non-contact and contact dynamics as well as collision
surface location uncertainty ancl force sensor delay need to
bc included in the mode]  before optimization is carried
out. We show that [2] have done just that. As a result,
using t}le approach of [2], we no longer need to evaluate
the optirnai approach velocity as it is implicitly implied in
the optimal control policy in non-contact mode and an
irrll>lclllc.r~tal)le  controller derived from stochastic optimal
contr 01 a~y]roach can be obtained. l’hrough simulations,
wc have shown that the controller is optimally robust in
terms of pcrforlnancc against the collision surface loca~ion
uncertainty and force sensor delay. Also, the performance
and robustness of the contrcdle.r against environment
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dynamic uncertainties can be adjust by changing the
weight in the cost functional,
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